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Abstract— The field of software engineering is currently 

trending toward the high demand for global software 

development. The idea of employing a software engineering 

specialist from anywhere in the world with a variety of skills and 

expertise to meet needs and at an affordable price is the main 

driver behind the fastest-growing global software development 

approach. On the other hand, it can be difficult to integrate 

distributed teams with a company's resources and tools. 

Therefore, a precise assessment of the risks associated with the 

software project is required, along with early risk prediction. This 

comprehensive literature review provides an overview of various 

risk prediction models used in global software development. This 

literature review discusses 12 studies that use Many models and 

techniques such as machine learning, neural networks, 

mathematics, algorithms, similarity analysis, and frameworks that 

try to predict software failures and risks. In addition, this research 

goes into depth and provides suggestions for improving machine 

learning models and frameworks for future studies. 

 
Index Terms—global software development, risk prediction, 

software prediction risk model, Risk factors, machine learning. 

I. INTRODUCTION 

he entire software development approach has completely 

changed in the last two decades to support distributed 

environments with distributed teams rather than the traditional 

approach, which uses teams within the same environment and 

cultures [1]. The concept of employing external resources was 

derived from the business strategies of companies over the past 

two decades [2]. Nowadays, the concept of Global Software 

Development (GSD) is widely adopted because of the need for 

specialized resources and tools at affordable prices throughout 

the globe [3]. In addition, GSD has seen a significant increase 

in recent years, including contracts and companies that adopted 

GSD. It can be considered that GSD is the new age of 

development projects using different teams with different 

geographical locations and time zones [4]. The idea of 

distributed teams with different geolocations and time zones 

can be illustrated in Figure 1.  

Companies prefer using the GSD because of its advantages, 

which include expertise sharing across the globe, using the 

latest tools and techniques, availability of resources, economic 

benefits, affordable costs, and efficient and effective overall  

 

 

 

project success [2],[7]. 

However, when organizations tried to adopt this approach, they 

faced issues related to communication between teams within 

different environments. But, thanks to modern agile 

methodologies, the difficulty of communication has been 

solved [2].  

 
Fig. 1. Explaining the idea of global software development (GSD) [7]. 

‘ 

While companies were trying to adopt GSD approach, they 

faced many difficulties and challenges, including 

communication between distributed teams, language barriers, 

cultural rules and limitations, time zone, leadership, team 

capacity, and project management [8]–[11]. In Figure 2, the 

authors classified the challenges that impact the GSD into three 

main categories (distance, communication, and coordination) 

that were affecting each other, which led to the complexity of 

adopting the GSD.  

Therefore, companies were trying to minimize the risk of 

failure in adopting the GSD approach. Accordingly, Project risk 

can be defined as the collection of software factors, conditions, 

and rules that may be a potential threat to the overall project 

success. So, it's important to think about how often these risks 

happen and how to predict them [12]. A study by the Project 

Management Institute (PMI) shows that most approaches and 

techniques for risk management were ignored and abandoned, 

especially in the IT field, because they are too general or limited 

to a specific use case [13]. However, software projects that use 

tools to predict risk can detect around 70% of harmful risks and 

avoid 90% of them [14]. In addition, the Authors found that 

using old and traditional approaches to risk management tools, 
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could not address the modern and unique characteristics of GSD 

in deep detail [8]. And this explains why, in this literature 

review, machine learning techniques were used to predict the 

risk of software because of the nature of ML due to self-learning 

and healing. This Systematic Literature Review (SLR) 

highlights the effectiveness of machine learning, neural 

networks, algorithms, and other strategies for predicting 

software risk in GSD. It has a significant influence on both GSD 

and the overall performance of the project. This may also assist 

project managers to identify risks early in the project's 

development and provide them with the tools necessary to 

prevent them for improved software project development in the 

field of GSD. 

 

 

 
Fig. 2. Challenges and complexity of adopting the GSD Approach [8], [11]. 

 

The paper is further organized as follows: Section II describes 

the research methodology, while Section III provides context 

and motivation for risk prediction, global software 

development, and risk assessment using machine learning. 

Section IV describes the state-of-the-art studies and 

summarizes the understanding of global software development, 

challenges, and risks in this field using a machine learning 

technique. Section V discusses the results of this literature 

review. Finally, section VI discusses the conclusion of this 

Literature review and provides future work recommendations 

and enhancements. 

II. RESEARCH METHODOLOGY 

To achieve our goal, which is to minimize the risk of failure of 

adopting the GSD, SLR was used to analyze and research the 

software risk factors to investigate how machine learning and 

other techniques were used to predict software risks in global 

software development. We used SLR in our study because it is 

more accurate, powerful, and organized than the traditional 

literature review. It helps us figure out our goals, evaluate the 

results, and put them into useful groups [15], [16]. SLR consists 

of three main phases as guided by Kitchenhem [17]:  

 Planning the review. 

 Conducting the review.  

 Reporting the review. 

A. Phase 1: Planning the Review: 

This phase includes the cornerstone of the SLR, which was 

initialized by defining prerequisite steps as follows. 

 Specify the research questions. 

 Select suitable research repositories. 

 Defining research criteria. 

 Defining inclusion and exclusion. 

 Defining quality criteria. 

 

1) Research Questions:  

RQ1: Which machine learning techniques and other methods 

were used to predict the risks of a software project ? 

RQ2: What data sets were used and what were their 

characteristics and validity ? 

RQ3: What were the top factors that affect the overall success 

of the software project ? 

RQ4: Can software project risk factors be categorized ? 

RQ5: What level of efficiency can these techniques be applied? 

 

2) Data Repositories: 

In the SLR, online digital libraries were used, including: 

 IEEE Xplore 

 Google Scholar 

 Science Direct 

 Springer  

 

3) Search String: 

The search strings were chosen from the SLR keywords and 

their alternatives in GSD. These search strings were categorized 

into two categories as shown in Table1. 

 Software project risk prediction.  

 Global software development. 

 
Table. 1. Search Strings for the Systematic Literature review. 

Group Search String 

Software Risk prediction  
(“Risk factors” OR “Risk Prediction” 

OR “Machine Learning Risk 

Prediction” OR “Failure Prediction” 
OR “Software Failure Prediction”) 

 

 OR 

Global Software Development  
(“Global Software Development” OR 

“Distributed teams” OR “Distributed 

Environment” OR “GSD” OR “Off-
shore”) 

 

 

4) INCLUSION CRITERIA 

Inclusion and exclusion criteria for SLR were guidelines by 

Kitchenhem [17]. Following inclusion criteria were listed: 

IC1: The selected study should be a journal or conference only. 

IC2: The studies should be focused on risk prediction. 

IC3: The studies should be focused on global software 

development. 

IC4: The studies should be focused on machine learning, 

algorithms, and a mathematical method for predicting risks. 

IC5: Studies published between 2018 to 2022. 

 

5) Exclusion Criteria: 

EC1: Studies that were not answering the research questions. 

EC2: Studies were not discussed software failure factors. 

EC3: Studies were not related to the GSD. 
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EC4: Studies that were published before 2015. 

 

6) Quality assessment of selected studies: 

This phase is significant because the quality of the selected 

studies was checked and compared to our objectives, research 

questions, and goals. 

B. Phase 2: Conducting the Review: 

1) PRIMARY DATA SELECTION: 

In this phase, filtration techniques, search criteria, inclusion, 

and exclusion were applied. And the process of selecting the 

primary studies has started. The Tollgate approach was used to 

make the selection process powerful and be more systematic 

and organized way [18]. In this phase, filtration techniques, 

search criteria, inclusion, and exclusion were applied, and the 

process of selecting the primary studies has started. The 

Tollgate approach was used to make the selection process 

powerful and be more systematic and organized way. 

 

2) DATA EXTRACTION: 

Studies were extracted based on some rules, including research 

method, publication year, kind of the study, restrictions, and 

limitations to the studies. 

 

3) DATA SYNTHESIS: 

The studies that were extracted were evaluated and compared 

against our research questions and the objectives of our study. 

C. Phase 3: Reporting the Review: 

In this phase, the chosen studies were double-checked against 

the quality questions. The result is a well-thought-out list of 

studies that were ready to be discussed and should be ready to 

be investigated.  

III. BACKGROUND AND MOTIVATION 

Many studies tried to design and develop techniques for 

software projects. Although, most of these techniques were 

high-level approaches or theoretical approaches [7]. therefore, 

the interest in this domain is still under development and needs 

more interest and focus. The challenges and difficulties of the 

distributed environment were different and more complex than 

those of the cooperative environments, and this difference was 

due to their different characteristics, i.e., geographical location, 

different time zones, competence level, and hidden costs [19]. 

Companies that are using the GSD methodology to minimize 

project costs are not able to maximize its utility because of the 

GSD nature and characteristics [20]. In the last few years, many 

studies have shown much interest and attention related to risk 

prediction of a software project using artificial intelligence 

techniques. However, some characteristics of GSD are still 

under investigation and development, i.e., relationships 

between risk factors and hazards may be due to more than one 

factor [21]. Figure 3's statistics showed that only 38% of 

offshoring projects were successful, and around 50% of the 

offshoring projects failed to meet expectations. Therefore, 

much attention should be provided to minimize the risk of 

software failure in the GSD. 

 

 
Fig. 3 Statistics on the success rate of offshoring software projects [7], [22]. 

IV. RELATED WORK 

All the studies that look at how machine learning and other 

algorithms can be used to predict risks in GSD were discussed 

in this section. 

 

In [14], a software risk prediction model was created based on 

risk analysis of the project by using its context history and 

project characteristics in the software development life cycle 

(SDLC) as shown in Fig.4. the model is called the Atropos 

model and consisted of six  main phases listed below: 

1) Data Gathering through interface and bulk uploading. 

2) Similarity by characteristics of the project. 

3) Store context histories of the project  

4) Similarities by context histories 

5) Recommendation of any potential risks 

6) Risk management and monitoring.  

The dataset was collected based on 153 software projects from 

a financial company. Evaluation metrics of the model showed 

an acceptance rate of 73% and an accuracy rate of 83%, and 

these results were assessed by 18 experts. Limitations and 

Future work for the model are improve the model’s accuracy, 

improve the proposed model and methodology, additional use 

of prototype, the number of practitioners, and the duration of 

the case study (5 weeks only). 

 

 
 

Fig. 4. The 6 phases of the proposed Atropos model [14]. 
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In [8], artificial neural network (ANN) model was created to 

predict the risk factors in GSD. The model used algorithms such 

as Levenberg–Marquardt, Bayesian Regularization, and Scaled 

Conjugate Gradient. The dataset was collected by sending 760 

questionnaires to companies. 390 were received, and 116 were 

rejected, leaving 274 responses that were used as the primary 

data set. Evaluation metrics of the model were conducted by 

using least mean square error (MSE), and the results showed 

that Bayesian Regularization gave better results as compared 

with the other two approaches and matched the results from 

these studies [23], [24]. Limitations and Future work for the 

model are the sample dataset needs to include many companies 

and random data collection should be used to generalize the 

model, also the author recommended to used deep learning to 

get more insights and accurate results in the future. 

 

The authors in [25], proposed a hybrid Fuzzy DEMATEL–

FMCDM–TODIM approach for evaluating software risk 

factors to find out and rank the software risk factors during the 

SDLC related to project performance, and the results show that 

the fuzzy framework can be more helpful when making 

decisions. The dataset was collected by using 40 software 

projects from the real industry. Evaluation metrics of the model 

were conducted by using Fuzzy Multi-Criteria Decision 

Making (FMCDM). Limitations and future work for the model: 

software risk factors investigation,  limitations related to 

statistical problems while dealing with uncertainty and 

vagueness problems, expanding the proposed Fuzzy and using 

ANN models in the future. 

In [26], the authors provided a software reliability prediction 

algorithm. They used fuzzy logic and ANN in their model. The 

dataset was collected by using a dataset retrieved from John 

Musa of Bell Laboratories and received from the IEEE 

repository. Evaluation metrics of the model were conducted by 

using RMSE error and showed that the fuzzy-neural method 

was best compared to other algorithms. Limitations and future 

work for the model: the model is restricted to one factor (time 

to failure). In addition, many software risk factors should be 

used to evaluate this model better. 

In [27], an empirical investigation was conducted to figure out 

the top requirements of engineering (RE) practices GSD. 

Among the 66 practices, the results showed that only six key 

factors play an important role in GSD, as listed below: 

1. Identify and consult with system stakeholders. 

2. Prioritize requirements. 

3. Define system boundaries. 

4. Define standard templates for describing requirements 

5. Check requirements doc meet your standards.  

6. Uniquely identify each requirement. 

The dataset was collected by conducting an online survey 

questionnaire. For the evaluation of these factors, 56 experts 

from GSD were involved. Limitation and future work: the 

questionnaire relied only on closed questions and focused only 

on the company size, testing these factors, and trying to develop 

a framework to be used in the future. 

The authors in [28], focused on scaling agile projects in the 

domain of GSD. They mapped 44 agile practices to the SAFe 

Framework. Instructions were given for how the SAFe practices 

can be used in agile global software development (AGSD) 

projects. The dataset was collected by reviewing 86 studies. Of 

these studies, only 24 papers discussed the scaling of agile, 

from which the authors selected 44 practices to be mapped on 

the SAFe Framework. Limitations and future work: (AGSD) 

practices need to be evaluated and should also be tested in the 

real industry. In addition, the mapped process of these practices 

needs to be evaluated. 

In [29], the authors tried to prioritize the success factors that 

affect Requirement Change Management (RCM) in the GSD. 

Fuzzy logic analytical hierarchy progress (FAHB) was used to 

conduct the prioritization. The result of this study was to find 

out the RCM success factors and categorize them into four 

groups: team, technology, process, and organizational 

management, as shown in Fig.5. The dataset was collected by 

conducting a questionnaire survey and retrieved around 81 

responses. Evaluation metrics for the prioritization were 

conducted by using experts’ responses. Limitations and future 

work: sample size of the dataset needs to be widened, and 

organization size and types should be considered, in addition, 

success factors, barriers, and best practices need more 

investigation and analysis. 

 

 
Fig. 5. A theoretical model of the investigated success factors [29]. 

 

In [30]. Classification models were used to enhance the risk 

prediction of the agile software project. The authors used four 

models of classification: Support Vector Machine, k-nearest, 

ANN, and Random Forest. The dataset was collected by 

conducting a questionnaire and retrieved around 112 responses, 

then, it was divided into 80% for training and 20% for testing. 

The results showed that the Agile approach in the industry 

without a prediction system had a higher risk percentage than 

other approaches. Limitations and future work for the models: 

the dataset needs validation and evaluation by experts; 

evaluation metrics need to be enhanced and identify more 

methodologies in the agile approach. The complete process of 

building the ML models can be presented in Figure 6. 
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Fig. 6. Process of Building ML Classification models [25].  

 

The authors in [31], developed a fuzzy logic hybridized 

framework for software risk prediction models during the 

decision-making process. Technique for Order of Preference by 

Similarity to Ideal Solution (IF-TOPSIS), Fuzzy DEMATEL, 

and crow search algorithm (CSA), optimized adaptive neuro-

fuzzy inference system (ANFIS) were used for the software 

model prediction. The dataset consisted of 93 software projects, 

70% used for training and the remaining used for testing and 

validating the model. The results showed that integrated fuzzy 

was accurate in software risk prediction. Limitations and future 

work: make a set of decisions and use many software factors 

and advanced machine learning techniques to improve and 

validate the results. 

To reduce cost risks, the authors of [32] amplified the 

COCOMO-II in the GSD context. The dataset was collected by 

conducting a questionnaire and receiving around 175 responses. 

Evaluation metrics of the model were conducted by using 

Magnitude of Relative Estimates (MRE) measures and experts’ 

judgment. Limitations and Future Work: the model is in an 

early stage and needs more validation, and mathematical or ML 

techniques may be used in the future. 

In [33], The authors of this research conducted a literature 

review of machine learning models and techniques for risk 

prediction. The results showed that most machine learning 

(ML) techniques used for risk prediction were ANN, Fuzzy 

Logic, Genetic and Regression algorithms, and the results were 

promising in this area of study because it’s still needed for more 

investigation and exploration. This research also provides a 

framework for recommendations that can be used for future 

work, as shown in Fig. 7. 

 

 
Fig. 7  Software Project Risk Assessment Recommendation, to be used as a 

future work in ML Models [33]. 

 

In [34], the authors developed ML models for defect prediction 

in the domain of software reliability and performance. The 

models were built using ANN, RF, random tree (RT), decision 

table (DT), linear regression (LR), Gaussian processes (GP), 

SMOreg, and M5P. The dataset for these models was from the 

NASA promise repository. The results showed that the 

combination of different ML algorithms is effective in the 

prediction of software defects. Evaluation matrices used were 

(R²), (MAE), (RMSE), (RAE), and (RRSE). Limitation and 

Future works: different datasets and ML algorithms can be used 

to evaluate the results. in addition, the investigation into more 

software factors to improve these results. 

V. RESULTS 

In this systematic literature review, 12 studies in software risk 

prediction using (ML) techniques and other algorithms were 

discussed in the domain of GSD, that studies were published 

from 2018 to 2022 as shown in Fig.8. In addition, table 2 

represents a summary of this literature review. includes the 

following: 

A. Dataset: 

The dataset is the prerequisite step for training and testing ML 

models and algorithms. Some studies used private datasets, and 

others used a questionnaire or public dataset. Some papers, such 

as [8], [29], [30], [34], had some limitations in the dataset, and 

this may lead to inaccurate results. 

B. Machine learning and other techniques: 

Many ML algorithms and ANN were used in software risk 

prediction in the domain of GSD, while other studies used 

mathematical models to predict project costs and others used 

frameworks. But overall, most of these algorithms need more 

evaluation and improvement. They also need to be implemented 

in the real industry to validate their results. 

C. Evaluation Model: 

For the evaluation and estimation, studies depend on the 

expert’s judgment and experience, such as: [14], [27], [29], 

[32]. Other studies used mean square error (MSE), magnitude 

of relative estimates (MRE), normalized root mean square error 

(NRMSE), comparative analysis. 

D. Limitation and future work: 

Most of the studies were needed to improve their models. widen 

their dataset and investigates more into the global software 

development factors and techniques. 
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Fig. 8 Classification of studies discussed in this SLR. 

 

The following are answers to questions listed in section II: 

RQ1: many ML techniques and ANN were used in risk 

prediction, such as:  

1. Levenberg–Marquardt, Bayesian Regularization, and 

Scaled Conjugate Gradient. 

2. Fuzzy Logic & Hybrid Fuzzy. 

3. Analytical hierarchy process (AHP). 

4. K-nearest, random forest and support vector machine. 

5. Mathematical and context-historical algorithms. 

RQ2: most of the studies used private datasets, and others used 

online datasets that are available online for improvement and 

enhancement. In addition, these studies were reviewed and 

discussed by experts. 

RQ3: the top factors that affect software in the domain of global 

software development are still under investigation, but some 

studies listed these factors as the top factors affecting software: 

1. Requirement change management. 

2. Cost and profit. 

3. Outsourcing team. 

4. Organization type. 

5. Technology. 

6. Process of work. 

RQ4: In [29], the authors categorized the software factors into 

four categories: team, organization, process, and technology, 

but this categorization needs to be validated and investigation 

needs to be conducted. 

RQ5: ML techniques, ANN, and the fuzzy showed great 

efficiency and accuracy, but a common problem is that this 

model lacks industry testing with real data. 

VI. CONCLUSION 

GSD can be considered as a green field that still needs more 

investigation and exploration. It has a different characteristics  

than the normal software development process because of the 

nature of the GSD. Many studies were focused on this domain 

nowadays. In this study, we conducted a systematic literature 

review (SLR) that discussed12 studies in GSD and risk software 

prediction between 2018 and 2022. Summarizing the SLR as 

follows: 

A. Techniques & ML Models: 

Most studies used AI techniques, especially machine learning 

models and artificial neural network models, such as: 

1. Levenberg–Marquard 

2. Bayesian Regularization 

3. Fuzzy Logic and hybrid Fuzzy  
4. ML combined classifiers models ANN, SVM, K-

Nearest, and random forest. 
5. Amplified COCOMO-II Model 
6. Scale Agile Framework (SAFe) 

7. Analytical hierarchy process (AHP) 

B. Some limitations and issues related to proposed models: 

1. Availability and the sample size of the dataset. 

2. The Low Accuracy of ML models. 

3. Evaluation of the models and more investigation into 

software risk factors and practices. 

4. Apply the models in the real industry. 

5. Identifying factors in agile methodology that affect the 

overall GSD industry.  
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Table. 2. Summary of systematic Literature review algorithms and techniques used for software risk predictions 

Reference Dataset ML Techniques and algorithms Evaluation metrics Limitation and Future work 

 (Filippetto et 
al, 2021) [14] 

The dataset was collected 
based on 153 software 
projects from a financial 
company.  

Risk analysis of the project by 
using its context history and 
project characteristics in the 
(SDLC). 

Acceptance rate of 
73% and an 
Accuracy rate of 
83%, and these 
results were 
assessed by experts 

1. Improve the proposed model methodology 
and accuracy. 
2. Additional use of prototype. 
3. Number of practitioners need to be 
increased and duration of the case study (5 
weeks only) 

 (Iftikhar et al, 
2021) [8] 

The dataset was collected 
by sending 760 
questionnaires to 
companies. 390 were 
received, and 116 were 
rejected, leaving 274 valid 
responses. 
 

(ANN) model was created to 
predict the risk factors in GSD 
such as: Levenberg–Marquardt, 
Bayesian Regularization, and 
Scaled Conjugate Gradient. 

Least Mean Square 
Error (MSE) 

1. the sample dataset needs to include many 
companies and random data collection should 
be used to generalize the model. 
2. Deep learning should be used to get more 
accurate results. 

(Sangaiah et 
al,2018) [25] 

 
The dataset was collected 
by using 40 software 
projects from the real 
industry. 
 
 

Hybrid Fuzzy DEMATEL–
FMCDM–TODIM approach for 
evaluating software risk factors 
to find out and rank the 
software risk factors during the 
(SDLC). 

Fuzzy Multi-Criteria 
Decision Making 
(FMCDM) 

1. Include more factors 
2. Expand this method  
3. Use ANN and other techniques 

(Sahu et al, 
2018) [26] 

The dataset was collected 
by using a dataset 
retrieved from John Musa 
of Bell Laboratories and 
received from the IEEE 
repository. 

Fuzzy logic and ANN were used 
for building a software reliability 
prediction model. 

 Normalized Root 
Mean Square Error 
(NRMSE)  

1. Model was restricted to one factor (time to 
failure). 
2. Many software risk factors should be used to 
evaluate this model better. 

(Khan et 
al,2021) [27] 

The dataset was collected 
by conducting an online 
survey questionnaire. 
 

Empirical investigation was 
conducted to figure out the top 
requirements of engineering 
(RE) practices GSD. 

56 experts of GSD 
projects 

1. Questionnaire was relied only on closed 
questions and focused on the company size. 
2. Building framework to be used in the real 
industry. 

(Marinho et 
al, 2021) [28] 

The dataset was collected 
by reviewing 86 studies.  

Scaling Agile projects in the 
domain of GSD. They mapped 
44 agile practices to the SAFe 
Framework. 

___ 

1. (AGSD) practices need to be evaluated and 
should also be tested in the real industry. 
2. The mapped process of these practices needs 
to be evaluated. 

(Akbar et 
al,2021) [29] 

The dataset was collected 
by conducting a 
questionnaire survey and 
retrieved around 81 
responses. 
 

Fuzzy logic analytical hierarchy 
progress (FAHB) was used to 
prioritize the success factors 
that affect Requirement Change 
Management (RCM) in the GSD. 

experts’ judgment. 

1. Sample size of the dataset needs to be 
widened. 
2. Organization size and types should be 
considered. 
3. Success factors, barriers, and best practices 
need more investigation and analysis. 

(Gouthaman 
et al,2021) 
[30] 

The dataset was collected 
by conducting a 
questionnaire and 
retrieved around 112 
responses, then, it was 
divided into 80% for 
training and 20% for 
testing. 

ML classifiers models  
ANN, SVM, K-Nearest, random 
forest were used to enhance the 
risk prediction of the agile 
software project. 

___ 

1. The dataset needs validation and evaluation 
by experts. 
2. Evaluation metrics need to be conducted and 
identify more methodologies in the agile 
approach. 

(Suresh et 
al,2021) [31] 

The dataset consisted of 
93 software projects, 70% 
used for training and the 
remaining used for testing 
and validating the model. 
 

Fuzzy logic hybridized 
framework for software risk 
prediction models during the 
decision-making process. 

___ 
1. Make a group of decisions making and use 
sophisticated ML techniques 
2. Use many software factors 

(Khan et 
al,2021) [32] 

The dataset was collected 
by conducting a 
questionnaire and 
receiving around 175 
responses 
 

Amplified COCOMO-II Model in 
the context of GSD. 

Magnitude of 
Relative Estimates 
(MRE), experts’ 
judgment  

1. The model is in an early stage and needs 
more validation. 
2. Mathematical or ML techniques may be used 
in the future. 

(Mahdi et 
al,2020)[33] 

___ 
Literature review of machine 
learning models and techniques 
for risk prediction. 

___ 
Provides a framework for recommendations 
that can be used for future work. 
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(Assim et 
al,2020) [34] 

The dataset for these 
models was from the 
NASA promise repository 
 

ANN, RF, RT, decision table (DT), 
linear regression (LR), Gaussian 
processes (GP), SMOreg, and 
M5P were used for defect. 

(R²), (MAE), (RMSE), 
(RAE) and (RRSE) 

1. different datasets and ML algorithms can be 
used to evaluate the results. 
2. Investigation into more software factors to 
improve these results. 
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