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Abstract— Monuments are man-made structures that are 

designed to imbue a location with important meanings. They serve 

both a political and artistic function. There is an overwhelming 

amount of information and features to look into monuments. 

Monument work is a unique industry. It would help the economies 

and growth of many countries. Every culture generally has its own 

set of distinct characteristics, like monuments, writing, and music. 

Considering the history and stories associated with monuments, it 

is difficult to evaluate the techniques used to detect these 

monuments. Within the domain of object recognition and 

classification, monument recognition is an arduous task. 

Numerous difficulties must be overcome, as multiple variables can 

alter the recognition method. This paper has been written to study 

the recent research on this point from 2017 to 2023. In this study, 

monuments from a variety of civilizations and countries, including 

Egypt, India, Turkey, Paris, Greece, and Singapore, have been 

compared to the algorithms or methodology utilized.   

Index Terms—computer vision, deep learning, landmark, 

machine learning, monument recognition 

I. INTRODUCTION 

 One of the largest industries in the world is tourism. With 
7% of global trade in 2019, it is the third-largest export category 
after fuels and chemicals. It can represent more than 20% of the 
gross domestic product in some countries; It is the third-most 
exported industry globally [1]. One of Egypt's most significant 
sources of income is the tourist sector. It brings in a lot of money 
annually in both dollars and foreign currencies, making it a big 
part of the country's gross domestic product. Egypt is widely 
recognized as one of the most popular tourist destinations across 

the world, with a significant number of visitors traveling to the 
country annually. It comes out because it has so various types of 
tourist attractions, like temples, museums, monuments, 
historical buildings, and buildings with artistic or historical 
value. Egypt has one-third of all the monuments in the world [2]. 

The UNESCO committee's announcement in 2021 regarding 
the top countries of World Heritage locations highlights France 
as the fifth-ranked country with 49 world heritage locations and 
India as the sixth-ranked country with 40 world heritage 
locations. Additionally, Turkey and Greece are noted with 
Turkey boasting 19 and Greece boasting 18 World Heritage 
locations [3]. 

 
(a) (b) (c) (d) 

 

Fig. 1.  Examples of monuments in different art-forms from: (a) India [7], (b) France [27], (c) Greece [31], (d) Egypt [8]. 

  

 
Fig. 2.  Overview of the relationship of AI and CV [9]. 
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Monuments are constructed forms that are built to give 
prominent space meanings. Monuments have both an artistic 
value and a political purpose. Typically, political elites create 
monuments to promote selected historical realities that highlight 
convenient events and people [4]. So, a monument is a statue, 
building, or other structure created to honor a remarkable 
individual or event [5]. Bridge, Bust, Cross, Equestrian 
Monument, Fountain, Mausoleum, Obelisk, Pyramid, 
Reliquary, Sarcophagus, Statue, Stele, Tomb, and Triumphal 
arch [6] are examples of monument types, as seen in Fig. 1. 
Naturally, people can recognize objects in general and 

monuments, in particular, using their human eyes and brains. 
They learn from books or other resources that tell them what the 
monument is and the story behind each unique one; This is called 
self-learning. For instant recognition, they may obtain 
information from experts such as monument scientists or tour 
guides. Currently, humans can recognize monuments using 
computer vision (CV). 

CV is a field of study concerned with assisting computers to 
see. The field of CV is interdisciplinary that might be considered 
a subcategory of artificial intelligence (AI) and machine learning 
(ML); It includes specialized methodologies and general 
learning algorithms, as seen in Fig. 2. It seeks to comprehend the 
content of digital images. Usually, this requires the development 
of techniques that seek to simulate human vision. It may be 
essential to extract a description from a digital image in order to 
understand its content. This description could be of an object, a 
textual explanation, a three-dimensional model, or something 
else. Numerous well-known computer vision applications seek 
to recognize things in digital photos and videos; For example, 
object detection concerns where the things are in the 
photograph. Object Landmark Detection focuses on 
identifying the photographed object's focal points. Object 
recognition is what and where the objects are depicted in this 
photograph [8]. In general, detection or localization is a task that 
identifies an object in an image and localizes it using a bounding 

box. This task has numerous applications, including locating 
pedestrians and signboards for autonomous vehicles. Fig. 3 
below illustrates detection [9]. 

Various CV applications, such as monitoring, robotics, and 
human interaction, often include object detection. Nevertheless, 
object recognition is extremely tough and challenging due to 
complicated background, illumination variation, scale variation, 
occlusion, and object deformation [10]. The effectiveness of 
objection detection seems stable in 2010. Despite the fact that 
various solutions are still being presented, performance 
enhancement is quite limited. Currently, deep learning (DL) is 
beginning to outperform traditional computer vision techniques 
in certain areas of computer vision. With the tremendous success 
of DL in image categorization [13, 14, 15, 16], researchers are 
beginning to investigate how DL may be used to improve object 
recognition performance. Object detection based on DL has also 
made significant progress over the past few years [17, 18, 19]. 

In CV, the promise of DL is improved performance by 
models that may require more data but less knowledge of digital 
signal processing to train and operate. Beyond the hype and 
grand claims around deep learning methods, these methods 
attain state-of-the-art performance on complex challenges. That 
challenges are particularly in computer vision tasks like image 
classification, object recognition, and face detection. Some of 
the earliest large-scale demonstrations of deep learning's power 
were in computer vision, notably image recognition. Presently, 
they have been in object detection and face recognition. The 
following is a list of the five promises that can be realized by the 
application of DL technologies in CV [13]:  

• The Potential for Fully Automated Feature Extraction; Raw 
image data can be utilized for automatic learning and feature 
extraction. 

• The Potential of End-to-End Models; Single models that 
cover the entire process can take the role of multiple specialized 
model pipelines. 

• The Potential of Multiple Model Uses; It is possible to reuse 
learned features and even complete models in different contexts. 

• The Potential of Outstanding Performance; Applying 
techniques demonstrates a higher level of ability when dealing 
with difficult jobs. 

• The Prospects Offered by the General Method; A variety of 
related jobs can all be tackled with the help of a solitary 
overarching method. 

Deep convolutional neural networks (CNN) are the 
foundation of the most cutting-edge techniques for deep object 
detection that are available today [17, 20, 21, 19]. 

 
(a) 

 

 
(b) 

Fig. 3.  A Closer look of detection meaning [10]. (a) Single object in image. 

(b) Multiple objects in image. 
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CNNs, which are members of the Neural Network family, 
are Deep Learning techniques that accept images as input. It 
assigns emphasis (weights) to particular properties of an image's 
objects and attempts to discern between them [22]. Considering 

the last trait, it can be deduced that CNN could likewise provide 
improved results for monument recognition [23].  

Monument recognition is unquestionably an important 
element for both tourists and locals in many parts of the world. 
Both can increase their knowledge of their respective cultural 
traditions. Consequently, a person can download an application 
to their smartphone and then activate the monument 
identification application. Hence, he acquires information about 
the monument in front of them [24] even if no guides are 
available. 

Image-based monument recognition presents a variety of 
issues for monument recognition. The complexity which gives a 
precise definition of what is and what is not a monument; This 
is another challenge, as explained in Fig. 4. Furthermore, the 
challenge of the differences in the photos of a particular 
monument is due to their orientation, as shown in Fig. 5. 
Moreover, image transformations— scaling, translation, and 
rotation— when capturing the images are an important problem 
in Fig. 6. In addition, the occlusion problem, which is prevalent 
in photos of trees, people, animals, and other objects, reduces 
accuracy, as illustrated in Fig. 7. 

II. LITERATURE SURVEY 

Through literature review, many studies were done on applying 
intelligent techniques such as Residual Network (ResNet50), 
MobileNet, AlexNet, DCNN, and more for monument detection. 

Different datasets have been used in their studies, as shown in 
Table 1. 

M. N. Razali et al. [36] proposed a robust and lightweight 
landmark recognition model in 2023. This study employed a 
hybrid model that incorporates CNN and Linear Discriminant 
Analysis techniques. The research evaluated the effectiveness of 
this approach on two distinct datasets, namely the Universiti 
Malaysia Sabah (UMS) landmark and the Scene-15 datasets. 
The outcomes demonstrated that the most effective feature 
extraction and classification method was the EFFNET-CNN. 
Results of this approach yielded 100% and 94.26% accuracy in 
classification for the UMS landmark and Scene-15 datasets, 
separately. 

K. Yasser et al. [28] introduced a system for recognizing 
monuments and provided a thorough description in 2022. This 
research addressed the difficulty of recognizing cropped 
monuments as a significant challenge. Their primary 
contribution was applying generative adversarial deep learning 
algorithms (GAN) to outpaint the cropped image. The 
outpainted image was then sent into the state-of-the-art classifier 
RESNET, which classified the monument and displayed a 
thorough description of its extraordinary history. The system 
was trained utilizing data collected by the authors' team. After 
1000 training epochs, the training GAN's Adversarial Loss is 
0.28344182, and its validation loss is 0.30181705. During 
testing, the RESNET classifier achieved an accuracy rate of 
97.0%, a precision rate of 97.1%, a recall rate of 97.0%, and an 
F1-measure of 97.0%. Their limitations were inpainting in 
images. In addition, the improvement of the classification 
procedure.  

In [29] that same year, M. Trivedi emphasized that the 
postures of 3D object monuments are problematic. This issue is 

 
(a) 

 

 
(b) 

Fig. 4.  (a) Kebash road in Pharaonic village, Giza, Egypt as simulated 

version [11]. (b) Kebash road in Luxor, Egypt as original version [12]. 

  

 
(a)                                                   (b) 

 

                                                
(c)                                              (d) 

 

Fig. 6.  Example of different transformations for Pyramid of Khafre and 

Sphinx [14]. (a) Original image. (b) Scaled-in image. (c) Rotated image. (d) 

Translated image— during capturing the images. 

 

 
(a) 

 

 
(b) 

Fig. 5.  Example of different view’s angles for Babylon Fortress [13]. (a) 

Babylon Fortress as a front view. (b) Babylon Fortress as a back view. 
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a result of divergent perceptions of the images of the 
monuments. Depending on the angle from which the photograph 
was taken, there could be a big variation. In this work, data 
augmentation is performed to address this issue. 
Flip, Rotation, Translation, Zoom, Contrast, Hue, Brightness, 
and Saturation were applied to the dataset as part of the data 
augmentation process. This work deployed DL architectures on 
a hybrid dataset comprised of the "Indian Monument 
Recognition Dataset" and "Qutub Complex Monuments' Images 
Dataset". In recognition of the monuments, the accuracy of 
InceptionV3, MobileNet, ResNet50, AlexNet, and VGG16 was 
97.79%, 93.73%, 86.47%, 68.88%, and 61.33%, respectively.  

S. Hesham et al. [30] applied three algorithms to compare 
ML and DL in the context of monument recognition in 2021 on 
an Indian dataset from Kaggle that includes 1,286 images. These 
algorithms were ResNet50, VGG16, and KNN. Resnet 
performed better than VGG16 and KNN at classifying not seen 
data, as measured by performance metrics. Their constraint was 
the limited number of classes of monuments, only three. 

During the year 2021, T. Stougiannis [31] diligently gathered 
a grand total of 4,708 images featuring 18 diverse UNESCO 
World Heritage Monuments. They may be found in the city of 
Thessaloniki. The author used Tensorflow's Object Detection 

API to train a CNN detection model and then used Tensorflow 
Lite to integrate the model into an Android application. In 
addition to this, he contributed to the development of the field of 
data augmentation as a technique for improving the 
effectiveness of his model.  

B. Bayram [32] compared in the earlier year the VGG, 
ResNet, and DenseNet DL architectures for the recognition of 
ten Istanbul, Turkey, historical landmarks. The Maiden's Tower, 
the Sultan Ahmet Mosque (Blue Mosque), the Galata Tower, 
Hagia Sophia, the Ortak oy Mosque, the Topkapi Palace, the 
Valens Aqueduct, the Dolmabahce Palace, the Obelisk of 
Theodosius, and the Dolmabahce Clock Tower are the 10 
historical landmarks. The experimental findings demonstrated 
that the DenseNet-169 architecture was highly effective for the 
given dataset. It achieved an accuracy of 96.3%. 

TABLE I 

COMPARATIVE RESULTS 

Ref- 
erence, 
Year 

Dataset Approach/ 

Methodology 
Results 

[36], 

2023 

Two datasets: 

- UMS landmark 

dataset 

- Scene-15 dataset 

EFFNET-CNN 
100%, 

94.26% 

[28], 

2022 

Egyptian 

monuments 

Manually collected, 

GAN 

(Prepossessing) 

 

 

ResNet50 

(Classification) 

GAN's Adversarial 

Loss= 0.28344182, 

its validation loss is 

0.30181705. 

 

97.0% 

[29], 

2022 
Hybrid dataset 

InceptionV3, 

MobileNet, 

ResNet50, 

AlexNet, 

VGG16. 

97.79%, 

93.73%, 

86.47%, 

68.88%, 

61.33%. 

[30], 

2021 

Indian monuments, 

Kaggle website 

ResNet50 

VGG16 

KNN 

88%. 

83%. 

64%. 

[31], 

2021 

Manually collected, 

Thessaloniki City, 

Greece. 

SSD MobileNet 

V1 coco, 

SSD MobileNet 

V2 coco. 

93.46% 

 

95.66%. 

[32], 

2020 

Collected images of 

Istanbul, Turkey. 

 

Two different 

datasets: 

-Istanbul-2500 

-Istanbul-5000 

VGG16 

VGG19 

ResNet50 

ResNet101 

ResNet152 

DenseNet121 

DenseNet169 

DenseNet201 

(Istanbul-5000) 

83.1% 

83.6% 

93.2% 

92.4% 

81.4% 

96.1% 

96.3% 

94.4% 

[26], 

2019 

46 different 

monuments 
MobileNet 95%. 

[33], 

2019 
Paris CNN 

sensitivity— images 

with landmarks, 80% 

without geo info - 

92% with geo info. 

 

specificity — images 

without 

landmarks, 99% 

without geo info - 

99.5% with geo info. 

[27], 

2018 

Two datasets: 

- Singapore 

landmarks 

- Paris landmarks 

AlexNet, 

GoogLeNet, 

SqueezeNet, 

NU-LiteNet-A, 

NU-LiteNet-B. 

(Singapore - Paris) 

64.82% - 58.62% 

70.69% - 59.97% 

60.08% - 53.34% 

78.09% - 66.67% 

 
(a) 

 
 

 
(b) 

Fig. 7.  Sample of occlusion problem [31], (a) The White Tower in Greece as 

a far version. (b) The White Tower in Greece as a close version. 
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81.15% - 69.58% 

[34], 

2018 

Dataset includes 

Indian Mughal 

Monuments 

Great Cathedrals. 

CNN 80% 

[35], 

2017 

Manually collected, 

Indian monuments 

DCNN-using 

fc6 layer. 
92.7% 

[25], 

2017 

Used web-crawler, 

Indian Monuments 

Inception v3 

architecture. 
96-99% 

 

The author of V. Palma [26] presented a study investigating 
CNN techniques in the context of architectural heritage. A 
research area that is in the process of being developed. The 
relationship between DL algorithms and modern information 
modelling was studied to promote legacy collections and new 
object identification methodologies. The algorithm 
implemented by CNN is based on the MobileNet model. The 
dataset comprised between 50 and 100 images for each of the 46 
monuments. They utilized data augmentation techniques to 
enrich the 500-image per monument dataset. The model was 
trained to recognize the desired landmark with at least 95% 
accuracy. On the basis of a test subset of photos, it was 
calculated that the total accuracy of the trained models exceeded 
95%. 

A. Boiarov and E. Tyantov [33] presented an innovative 
approach for landmark recognition in images, which they had 
previously tested and successfully implemented at Mail.ru. The 
application of this technology allowed the identification of well-
known places, buildings, monuments, and other types of 
landmarks within user photographs. The fact that it was 
exceedingly difficult to give a specific definition of what 
constitutes a landmark and what does not include a landmark 
was the primary obstacle that they faced. Certain buildings, 
monuments, and natural features are considered landmarks, 
while others are not. They utilized two metrics to measure the 
outcomes of the experiments: Sensitivity is defined as the 
accuracy of a model on images that contain landmarks, and it is 
defined as having a value of 80%. Specificity is defined as the 
accuracy of a model on images that do not contain any 
landmarks, and it is defined as having a value of 99%.  

In their paper [27], C. Termritthikun and colleagues 
discussed the creation of NU-LiteNet, a new CNN model, and 
its design. They created the NU-LiteNet CNN model based on 
the SqueezeNet development concept. Three models required 
the least amount of processing time: NU-LiteNet-A (637 ms), 
NU-LiteNet-B (706 ms), and SqueezeNet (773 ms). These 
models have the smallest model sizes: NU-LiteNet-A of 1.07 
MB, SqueezeNet of 2.86 MB, and NU-LiteNet-B of 2.92 MB. 
As a result, NU-LiteNet-A was the most time- and space-
efficient model. 

Cathedrals and Indian Mughal Monuments were the two 
categories used to categorize the images in the proposed work 
by A. Ninawe et al. [34]. They used CNN, which is a software 
library that is open-source and is based on TensorFlow. The 
significant endeavor that needed to be accomplished, was to 
extend the model to work effectively on the new dataset. Caffe, 
a framework used for deep learning, was utilized so that trained 
CNN weights could be obtained. They trained CNN with a 
dataset of 5,000 images from Indian and Mughal structures, 

cathedrals, and churches. Python 2.7 and the tensor flow, 
especially Keras, are used in the computation of every image for 
training and testing. They came up with an innovative and 
potentially fruitful model for image classification that had an 
accuracy of higher than 80. The used Python version is 
concerned with a drawback; Python 2.7 of TensorFlow is not 
supported anymore. 

A. Saini et al. [35] presented a method for classifying 
numerous monuments that were derived from the characteristics 
of picture representations of the monuments. In order to extract 
representations, cutting-edge Deep Convolutional Neural 
Networks (DCNN) were utilized. The dataset was obtained 
through the manual collection and consisted of one hundred 
folders, each of which had fifty images of a different landmark. 
The DCNN approach resulted in an accuracy rate of 92.7% 
across the board.  

S. Gada et al. [25] utilized a well-known Deep Learning 
architecture model to identify the images in a timely manner 
while achieving remarkable levels of accuracy. They used a 
previously retrained model and collected around 400 pictures of 
each landmark. After 4000 iterations, they successfully achieved 
a cross-entropy that was near 0.067, an accuracy in training of 
99.4%, and an accuracy in testing that was equivalent to training 
accuracy and predicted to be between 96% and 99%.  

III. CONCLUSION 

Monument recognition is an expanding field in the digital 
age. In this study, we conduct a literature review on monument 
recognition. As seen in Table 1, each publication utilized a 
unique dataset and a distinct set of methodologies. Here we 
are continuing to address the difficulties of Monument 
recognition. 

Based on previous research, it is evident that there is still a 
significant opportunity to train advanced deep-learning models. 
These models would be capable of detecting numerous visual 
objects regardless of their attributes or viewpoints. In terms of 
performance and processing capability, there is still the potential 
for employing DL models to detect things on smartphones in 
real-time. 
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